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Sparse Contextual Activation for
Efficient Visual Re-Ranking

Song Bai, Student Member, IEEE, and Xiang Bai, Senior Member, IEEE

Abstract— In this paper, we propose an extremely efficient
algorithm for visual re-ranking. By considering the original
pairwise distance in the contextual space, we develop a feature
vector called sparse contextual activation (SCA) that encodes
the local distribution of an image. Hence, re-ranking task can be
simply accomplished by vector comparison under the generalized
Jaccard metric, which has its theoretical meaning in the fuzzy
set theory. In order to improve the time efficiency of re-ranking
procedure, inverted index is successfully introduced to speed
up the computation of generalized Jaccard metric. As a result,
the average time cost of re-ranking for a certain query can
be controlled within 1 ms. Furthermore, inspired by query
expansion, we also develop an additional method called local
consistency enhancement on the proposed SCA to improve the
retrieval performance in an unsupervised manner. On the other
hand, the retrieval performance using a single feature may
not be satisfactory enough, which inspires us to fuse multiple
complementary features for accurate retrieval. Based on SCA,
a robust feature fusion algorithm is exploited that also preserves
the characteristic of high time efficiency. We assess our proposed
method in various visual re-ranking tasks. Experimental results
on Princeton shape benchmark (3D object), WM-SRHEC07
(3D competition), YAEL data set B (face), MPEG-7 data set
(shape), and Ukbench data set (image) manifest the effectiveness
and efficiency of SCA.

Index Terms— Jaccard distance, feature fusion, re-ranking,
retrieval, inverted index.

I. INTRODUCTION

CONTEXTUAL similarity/dissimilarity [1]–[3] has been
extensively exploited recently due to its effectiveness in

various visual retrieval tasks, such as natural image search,
shape retrieval, biological information retrieval, analysis of
time series, etc.. Unlike traditional Content-based Image
Retrieval (CBIR) systems that consider only pairwise dis-
similarity measure for ranking and indexing, the approaches
about contextual dissimilarity measure are proposed to explore
the contextual information from the database instances, and
enhance and refine the dissimilarity measure to improve the
retrieval performance, which is usually considered as an
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unsupervised re-ranking procedure based on the given distance
measure.

In general, the re-ranking procedure is often performed
as a post-processing step of ranking initialization, which
creates a ranking list for a given query. For image retrieval,
the dissimilarity measure between a pair of images is often
obtained by calculating the distance of their corresponding
features under a certain metric. Given a query image, all the
database images are sorted in an ascending/descending order
according to their dissimilarities/similarities to the query. The
ranking list for the query image can be finally initialized,
where the most similar images occupy its top positions. A key
issue in ranking initialization is to design proper features with
enough discriminative power to represent an image, during
which the Bag-of-Words (BoW) [4] image representation is
often suggested.

Instead of ranking with pairwise dissimilarity measure,
the contextual re-ranking algorithms have been proposed and
demonstrate their effectiveness by considering the relation-
ships among all database instances [1]–[3], [5]–[7]. In these
re-ranking algorithms, the dissimilarity measure between two
instances is iteratively updated and refined by taking into
account their local distributions (neighborhood structure).
As the neighborhood of each instance can be directly obtained
from the ranking list, the key advantage of these re-ranking
approaches is that training/labeled data is not required,
operating in an unsupervised manner.

Though extensively studied, almost all the existing
contextual re-ranking algorithms only pay much attention
to the effectiveness, which refers to the level of retrieval
accuracy. The efficiency, which refers to the time cost for
the procedure of re-ranking, has been more or less neglected.
However, both effectiveness and efficiency are quite important
for a real-time retrieval system, and the tradeoff between
them is badly required at present. The contextual re-ranking
approaches [1], [8] often consider all the distances among
instances of a given dataset, and the contextual dissimilarities
are often achieved by operating on such a distance matrix.
Therefore, a large computational effort is essential (typically,
between O(N2) and O(N3), N is the number of images in
the database), which seriously hinders their use in retrieval
services that require for fast re-ranking. As a result, some
re-ranking algorithms [9] are only applied to a subset of
retrieved images to make a tradeoff between efficiency and
effectiveness.

In this paper, we address the contextual re-ranking prob-
lem in an alternative and simpler manner. The contextual
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dissimilarity measure between two images is calculated by
comparing two neighborhood sets, i.e. the neighborhood sets
of a query and a target. It shares a similar intuition with
the traditional approaches that the relationship between two
images should not only be determined by the distance between
them, but also influenced by their neighbors on the distance
manifold. Our main contribution is to propose an extremely
fast re-ranking algorithm called Sparse Contextual Activa-
tion (SCA) to compute the dissimilarity between such two
neighborhood sets. Given a certain image, the basic idea of
SCA is encoding its local distribution according to the original
pairwise similarity into a single vector. Consequently, the
contextual dissimilarity measure (set-to-set distance) between
two images can be simply obtained by comparing two encoded
vectors. Due to the sparsity property of such encoded vectors,
the inverted index [10] can be further used to speed up the
computation of the vector comparison for re-ranking. Besides
the efficiency of SCA, it also achieves state-of-the-art retrieval
performances on several standard benchmarks. In addition,
we extend the proposed SCA for efficiently fusing multi-
ple kinds of distance metrics for highly effective re-ranking
while the inverted index can be also incorporated. Though
the focus of this paper is re-ranking, contextual similarity
has been successfully adopted in many image processing or
vision tasks including image segmentation [11], [12], object
tracking [13]. In this sense, the high efficiency of SCA is
significant.

The rest of the paper is organized as follows. We first
review some related work in Section II. The details of Sparse
Contextual Activation (SCA) are introduced in Section III,
and feature fusion based on SCA is described in Section IV.
Experiments are carried out in Section V. Conclusions and
future work are summarized in Section VI.

II. RELATED WORK

Since there exist a large amount of works on re-ranking
algorithms, we only review the unsupervised re-ranking
algorithms in this section.

A. Re-Ranking With Single Distance Measure

In recent years, contextual information has been success-
fully explored to improve the retrieval accuracy by replacing
a given pairwise similarity with a more faithful one, which is
learned by considering the relationships among the database
objects [3], [8], [14]–[18]. The contextual re-ranking has a
very diverse taxonomy (graph transduction [3], [16], diffusion
process [2], [8], [17], rank aggregation [19], [20], contextual
similarity/dissmilaries measure [1], [14], [15], query expan-
sion [21], [22], ranking list comparison [23], [24]). These
post-processing approaches share the common spirit that the
effectiveness of retrieval tasks is improved by taking use
of relationships among dataset objects in an unsupervised
manner, without labeled data.

One of the most classical algorithms is graph transduc-
tion (GT) [3]. As an unsupervised method, GT spreads the
information from the labeled data to unlabeled data by regard-
ing the query itself as the only labeled data.

A popular branch for re-ranking is diffusion process, which
is summarized as a generic framework in [2]. Most variants of
diffusion process share the same perspective that the pairwise
similarity is context-sensitive, and the geometric structure
of data manifold should be considered. In [8], Locally
Constrained Diffusion Process (LCDP) is proposed to apply
the affinity propagation with the constraint of locality. Tensor
Product Graph (TPG) [17] diffuses the similarity information
in the tensor product graph achieved by the tensor product of
the original graph with itself.

Based on the observation that a good ranking is usually
asymmetric, Contextual Dissimilarity Measure (CDM) [1]
improves the retrieval performance of BoW vectors by
modifying the neighborhood structure using Sinkhorn’s
scaling algorithm. Ranking consistency in [18] is used as a
verification method to refine an existing ranking list. Query
Expansion [21], [22] can substantially improve the retrieval
performance by using relevant images as extra queries. Spatial
verification [9] is proposed for re-ranking by considering the
spatial constraints.

These aforementioned algorithms, as well as Self Dif-
fusion (SD) [11], diffusion maps [25], aims at improving
the retrieval accuracy, however the re-ranking efficiency is
more or less neglected. For example, the time complexity of
LCDP [8] and TPG [17] is O(N3). By contrast, our proposed
SCA is a highly efficient re-ranking algorithm (in O(N)
time complexity), while also performs better in retrieval
accuracy.

B. Re-Ranking With Multiple Distance Measures

Multiple distance measure fusion has been proven effective
in various visual applications, such as visual tracking [13],
image classification [26] etc.. Considering that one distance
measure only focuses one aspect of images, some re-
ranking algorithm also deals with multiple complementary
features.

Zhang et al. [27], [28] fuse BoW feature and holistic
feature by a graph-based query specific fusion, and re-
ranking is performed by using the local PageRank algorithm
or finding the weighted maximum density subgraph.
Co-transduction [29] adopts a semi-supervised framework
based on co-training [30], [31] to combine complementary
features for image and shape retrieval. In [32], a regularization-
based feature selection algorithm is proposed to leverage both
the sparsity and clustering properties of multiple features.

Besides multiple distance measure fusion, some algorithms
also focus on designing an individual distance measure using
multiple features. For example, c-MI [33] integrates SIFT
descriptor [34] and color descriptor into a multi-dimensional
inverted index. In [35], a multi-IDF scheme is proposed, by
which different binary features are coupled into the inverted
index. Co-indexing [36] jointly embeds local invariant features
and semantic attributes.

Based on sparse contextual activation, we also propose a
re-ranking version that deals with multiple distance measures,
which not only maintains the characteristic of efficiency, but
also improves the performance significantly.
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III. SPARSE CONTEXTUAL ACTIVATION

Let X = {x1, x2, . . . , xN } denote a collection of images.
We define two functions listed as follows:

• Function f : x → R
n : it extracts a n-dimensional feature

to represent the input image x .
• Function d : R

n × R
n → R: it computes the distance for

the two input feature vectors f (xq) and f (x p) under a
certain metric, where xq and x p represent two images in
the database.

The distance d
(

f (xq), f (x p)
)

is taken as the dissimilarity
of the images xq and x p . To simplify the notation, we use
d(xq, x p) to replace d

(
f (xq), f (x p)

)
below where possible.

After all the pairwise dissimilarity values related to the
given query xq are achieved, we could initialize the ranking
list by sorting the dissimilarity in an increasing order. The
images with smaller dissimilarity values are ranked higher in
the retrieval list, and vice versa.

Next, we introduce our proposed re-ranking algorithm to
refine the original distance measure with high time efficiency.

A. Preliminary

We deem that if xq and x p are similar, their retrieval results,
especially the top-ranked results, are exactly or approximately
the same in the expected situation. Let Nk(xq) represent the
neighborhood set of xq achieved by the k-nearest neighbors
rule in the original distance space d . Nk(xq) is a mathe-
matical set that contains the top-k candidates in the ranking
list of xq . Then, the distance of two neighborhood sets
Nk(xq) and Nk(x p) is measured by Jaccard distance as

dJ (xq , x p) = 1 − |Nk(xq) ∩ Nk(x p)|
|Nk(xq) ∪ Nk(x p)| , (1)

where |.| calculates the cardinality of the input set, and
|Nk(xq)| = k. With the distance measure defined by Eq. (1),
the original ranking list of a given query xq can be re-ranked.

The re-ranking distance measure in Eq. 1 is expected to
achieve better performance than the original one, for it utilizes
the additional contextual information as diffusion process
does. However it also has many shortcomings.

1) The neighbors in the neighborhood set contribute
equally. It is not a proper behavior, since the top-ranked
neighbors are more likely to be true positive patterns.
Assigning larger weights to the top-ranked neighbors,
and increasing their effects on the re-ranking distance
measure is more reasonable.

2) The re-ranking distance measure is defined between
two sets. In the specific scenario of re-ranking, it is
more convenient to define the distance measure on two
vectorial features.

3) The neighborhood set is simply defined as the k-nearest
neighbors, which cannot guarantee that the images from
the same category could own similar neighborhood sets,
especially when a certain amount of outliers also occupy
top positions in the ranking list.

In the next section, Sparse Contextual Activation (SCA)
is proposed to address these problems. The Jaccard distance

defined in Eq. (1) will serve as the baseline method, and we
will compare it with our proposed SCA in terms of retrieval
performance and running time. For notation clarity, we refer
to the baseline method as Jaccard re-ranking below.

B. The Proposed Sparse Contextual Activation

The neighborhood set Nk(xq) is converted to a vector
representation by defining an binary indicator function
Fq = [Fq,1, Fq,2, . . . , Fq,N ] as

Fq,p =
{

1 if x p ∈ Nk(xq)

0 otherwise.
(2)

As we can see, the binary vector Fq shows whether a certain
image x p appears in the neighborhood set of xq .

Based on the definition of the indicator function, the inter-
section and union set of Nk(xq) and Nk(x p) are interpreted as

Nk(xq) ∩ Nk(x p) ⇐⇒ M I N
(
Fq , Fp

)
, (3)

Nk(xq) ∪ Nk(x p) ⇐⇒ M AX
(
Fq , Fp

)
, (4)

where M I N (or M AX) calculates the element-wise minimum
(or maximum) value for two input vectors of the same length.
Thus we attain the cardinality for the intersection and the
union set by computing the L1 norm of their corresponding
indicators as

|Nk(xq) ∩ Nk(x p)| = ‖M I N(Fq , Fp)‖1, (5)

|Nk(xq) ∪ Nk(x p)| = ‖M AX (Fq , Fp)‖1. (6)

Based on Eq. (5) and Eq. (6), we can rewrite the definition
of Jaccard distance in Eq. (1) as

d̂J (xq, x p) = 1 −
∑N

i=1 min
(
Fq,i , Fp,i

)

∑N
i=1 max

(
Fq,i , Fp,i

) . (7)

Now, the definition of Jaccard distance in Eq. (1) has been
successfully defined in vector space. That is to say, we do
not use a set, but use an indicator function to represent the
neighbors of an image. As a result, the Jaccard distance
of two neighborhood sets can be easily achieved by vector
comparison through Eq. (7).

Note that the indicator function in Eq. (2) also considers the
neighbors equally, but it is easy to implement different weights
by restricting the value of the original binary indicator vector
in the unit interval [0, 1]. However, it may be misleading that
Fq,p is assigned to a certain constant between 0 and 1, since
the role of Fq,p is to indicate the membership of the image x p

in the neighborhood set Nk(xq). In classical set theory, the
membership of x p in the set Nk(xq) is exact (xq either belongs
or does not belong to the set). It seems difficult to generalize
the binary indicator function in the unit interval [0, 1] with
rational explanations.

To tackle with the problem, we introduce the fuzzy set
theory. In mathematics, fuzzy set is a set whose elements have
degrees of membership determined by a membership function.
Compared with the classical set theory, fuzzy set allows the
gradual assessment of the membership of elements in a set.
At last, we define the neighborhood set as a fuzzy set in
fuzzy set theory, and the membership grade of x p in the
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neighborhood set Nk(xq) is determined by the corresponding
membership function Fq,p ∈ [0, 1].

The problem we face now is how to determine the mem-
bership grade of neighbors. A natural solution is to use the
elements in Nk(xq) to reconstruct xq in the feature space with
non-negative constraint, and the weights for reconstruction can
be used as the membership grades. It can be formulated as

min
∑

q

‖ f (xq) −
∑

i|xi ∈Nk(xq )

Fq,i f (xi )‖2,

s.t. 1T Fq = 1, Fq 	 0. (8)

Except for the non-negative constraint, this formulation almost
shares the same perspective with Locally Linear Embed-
ding (LLE) [37], a classical non-linear dimension reduction
algorithm. LLE expects each data point and its neighbors lie
on or close to a locally linear patch of the manifold, and the
reconstruction weights are used for dimension reduction by a
neighborhood preserving mapping.

However, in the specific scenario, the above solution may
be not fit enough for visual re-ranking for three reasons. First,
LLE usually presumes that there is sufficient data so that the
data manifold is well-sampled, but retrieval task may also be
needed in small datasets. Second, the requirement for real-time
retrieval is usually declared, and it is time-consuming to solve
the least square optimization problem for each query presented
in Eq. (8). On the other hand, the image is represented by a set
of vectors instead of a single vector in some cases (e.g. shape
analysis in [38]–[40]), which makes the above optimization
problem more difficult to solve. Hence, we just apply the
(truncated) Gaussian kernel to the pairwise distances with the
given query xq , and the membership function is defined as

Fq,p =
{

exp
(−d(xq, x p)

)
if x p ∈ Nk(xq)

0 otherwise.
(9)

As a result, the top-ranked neighbors are assigned larger mem-
bership grades. Fq is subsequently L1 normalized according
to the sum-to-one constraint, and used for re-ranking through
Jaccard distance defined in Eq. (7). In this way, the Jaccard
distance is generalized to non-binary vectors.

In summary, the neighbors of xq actually act as Local Coor-
dinate System, and we can get a Sparse Contextual Activation
denoted by Fq for xq through Eq. (9). The “Contextual” here
indicates that Fq has non-zero values only in the index where
the neighbors of xq are located. Usually the cardinality of
Nk(xq) is much smaller than the size of the entire dataset,
so the contextual activation is also a sparse vector. The
property of sparsity is crucial in our algorithm. With this
constraint, the negative influences of unreliable references are
eliminated. What is more important is that the calculation
of Jaccard distance in Eq. (7) can be accelerated using
inverted file as presented in Section III-C. In Fig. 1, we
give an illustration of our proposed Sparse Contextual
Activation (SCA).

C. Inverted Index Embedding

The proposed Sparse Contextual Activation (SCA) already
manages assigning different weights to the neighbors at

Fig. 1. The illustration of sparse contextual activation.

different positions in the ranking list, and gives a vector
representation used for re-ranking. However, distance
computation between a pair of SCAs is also waste of time,
especially when the size of database becomes larger. Although
the length of SCA is equal to the size of image database N , but
the number of non-negative values in SCA is independent, only
determined by the cardinality of neighborhood set. Consider-
ing the sparsity property of SCA, we introduce the inverted
index [10] to reduce the computation complexity significantly.

Inverted index is a scalable indexing structure to store a
large collection of images with their features. Although it has
been applied to image retrieval successfully (e.g. [41]–[43]),
it is the first work that introduces inverted index to visual re-
ranking to our best knowledge now. Moreover, different from
the usage of inverted index in Minkowski metric (Euclidean
distance, Manhattan distance, etc.), we prove the feasibility of
applying it in the metric of Jaccard distance theoretically.

Given two sparse contextual activations Fq and Fp , the
M I N operation can be computed as

‖M I N(Fq , Fp)‖1 =
∑

i|Fq,i 
=0,Fp,i 
=0

min(Fq,i , Fp,i )

+
∑

i|Fq,i =0

min(Fq,i , Fp,i )

+
∑

i|Fp,i =0

min(Fq,i , Fp,i ). (10)

Since the sparse contextual activation only contains non-
negative values, it is easy to find that last two items in Eq. (10)
are equal to zero. So the M I N operation can be achieved much
more efficiently by

‖M I N(Fq , Fp)‖1 =
∑

i|Fq,i 
=0,Fp,i 
=0

min(Fq,i , Fp,i ), (11)

and it is only a query-dependent operation.
By contrast, the computation of the M AX opera-

tion seems to be a bit complicated, since the item∑
i|Fq,i =0 max(Fq,i , Fp,i ) = ∑

i|Fq,i =0 Fp,i is not only deter-

mined by the query side. However, we also offer an efficient
way to calculate the M AX operation. Note that

‖Fq‖1 + ‖Fp‖1 = ‖M I N(Fq , Fp)‖1 + ‖M AX (Fq , Fp)‖1.
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Fig. 2. The inverted index for re-ranking.

Fig. 3. The distribution of the percentage of true positives at the k-th position
in the ranking list for all the queries. “VLAD” and “Deep” denote two visual
features used in our experiment. Please refer to Section V-A for more details.

For two L1 normalized sparse contextual activation, we can
get

‖M AX (Fq , Fp)‖1 = 2 − ‖M I N(Fq , Fp)‖1,

= 2 −
∑

i|Fq,i 
=0,Fp,i 
=0

min(Fq,i , Fp,i ). (12)

In summary, our structure of inverted index is built as
follows: (1) It has N entries as Fig. 2 shows, where N is
the size of database. Each entry relates to an image that acts
as a base for activation. (2) For each entry p, we store the
IDs of images whose neighborhood sets contain x p and the
corresponding membership grades. In other words, x p owns
non-zero membership grades in these neighborhood sets.
(3) When re-ranking for the query xq , distance compu-
tation can be conducted in a much smaller space using
Eq. (11) and Eq. (12) as inverted index usually does.

Different from the inverted index on local descriptors in
the paradigm of Bag of Words (BoW) model [4], our inverted
index for re-ranking can be assumed as the second-level index,
which is used in the level of images.

D. Local Consistency Enhancement

The images from the same category are expected to own
the same neighborhood set, so that the distances between
their sparse contextual activations are small. However, the
neighborhood set is determined using k-nearest neighbors rule,
which may be the simplest and the most efficient principle.
Indeed, one can identify the neighborhood set by using more
sophisticated rules (e.g. dominant neighbors [17]), but it will
increase the computational time dramatically. Any extra time
cost is not what we want in the proposed algorithm.

Inspired by the query expansion [21], [22] and local rele-
vance feedback [44] in information retrieval, we propose to
enhance the local consistency in generating SCAs of images
from the same category using a similar way. In more detail,

Algorithm 1 The Pseudocode of SCA

we define the Local Consistency Enhancement (LCE) on the
sparse contextual activation as

Fq := 1

|Nk(xq)|
∑

i∈Nk (xq )

Fi , (13)

by speculating that the images which are located very high
in the initial ranking list of the query xq are from the same
category as the query. In our experiment, LCE is applied only
once, both in the query side and database side.

In order to confirm our conjecture, an empirical analysis
is performed on Princeton Shape Benchmark (PSB) [45].
We plot the percentage of true positives at the k-th position in
the ranking list for all the queries in Fig. 3. It can be seen that
the percentage of true positives decreases with the value of
k increasing, and it is extremely high when k is small. Note
that several false positives also exist at smaller value of k,
which is known as query drift, but the small percentage of false
positives will not impair the whole performance too much.

Based on the above analysis, the proposed LCE is an
unsupervised method that does not need to know the labels.
Compared with sparse contextual activation that considers the
information from the direct neighbors of xq , LCE is defined to
consider the neighbors of the second order (i.e. the neighbors
of the neighbors of xq). As a result, LCE is more likely to
include noise and outliers. Hence, we restrict the size of the
neighborhood set used in LCE to a much smaller value in the
experiments.

In order to distinguish the two neighborhood sets, both
derived from the original distance space d , used in sparse con-
textual activation (Eq. (9)) and local consistency enhancement
(Eq. (13)), we denote the size of the former one as k1 and that
of the latter one as k2 below.

The whole algorithm is summarized in Algorithm 1.
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IV. SPARSE CONTEXTUAL ACTIVATION WITH

MULTIPLE DISTANCE MEASURES

The proposed Sparse Contextual Activation presented above
deals with only one input distance measure. In this section, we
present how to introduce our method into rank aggregation for
multiple input distance measures. We take two input distance
measures as an example.

Let f α and f β denote two feature extractor functions for
images, and dα and dβ represent the corresponding distance
functions respectively. Then for the image xq with the feature
extractor f α (or f β ), we can also achieve the neighborhood
set N α

k (xq) (or N β
k (xq)).

A. High Set and Low Set

Given a query image xq and its two neighborhood sets

N α
k (xq) and N β

k (xq). We call the intersection set of the
two neighborhood sets High Set, which can be described
as

N (H)
k (xq) = N α

k (xq) ∩ N β
k (xq), (14)

and call the union set Low Set as

N (L)
k (xq) = N α

k (xq) ∪ N β
k (xq). (15)

The “high” indicates that the images in the high set are
more likely to be true positives, since the images in the set
occupy top positions in two ranking lists achieved by two
distance functions dα and dβ . By contrast, the low set may
contains more false positives, for it is defined with a looser
constraint, i.e. the images will be assigned to the low set as
long as they are ranked high by either dα or dβ .

In order to perform extremely fast rank aggregation later,
we also generate the sparse contextual activations for high set
and low set similarly. In more detail, let Fα

q (or Fβ
q ) denote

the sparse contextual activation of xq computed using Eq. (9)
under the distance measure dα (or dβ ). The membership
functions of high set and low set are defined respectively based
on Eq. (3) and Eq. (4)

N (H)
k (xq) ⇐⇒ F (H)

q = M I N
(

Fα
q , Fβ

q

)
, (16)

N (L)
k (xq) ⇐⇒ F (L)

q = M AX
(

Fα
q , Fβ

q

)
. (17)

As a result, two sparse contextual activations
F (H)

q and F (L)
q , corresponding with high set and low

set respectively, are achieved for xq .
One can find that we perform feature fusion naturally

by defining the two sets, so the unsupervised estimation
about the weights of two individual features during fusion
procedure are avoided. As we all know, different features are
often in different scales or measured by different statistics,
which makes the weight learning in feature fusion difficult,
especially in an unsupervised way. Our proposed sparse con-
textual activation for feature fusion is simple yet delicate.
It does not require any complicated learning or optimization
methods.

B. Distance Fusion

After getting two sparse contextual activations for each
image in the database, we define the distance measure for
rank aggregation as

d̂J (xq , x p) = 1 − 1

2

∑

I=H,L

∑N
i=1 min

(
F (I )

q,i , F (I )
p,i

)

∑N
i=1 max

(
F (I )

q,i , F (I )
p,i

) . (18)

The contribution of high set and low set are treated equally,
which avoids the parameter tuning at the stage. It seems that
the individual performance of high set is better than low set,
due to its high percentage of true positives. The true fact
is that the definition of high set may be too strict in the
specific scenario of re-ranking. In some cases (especially when
parameter k1 is not large enough), a much small number
of images will be assigned to the high set, which deprives
its discriminative ability. However, with k1 increasing, the
individual performance of high set will surpass low set after
a certain threshold without doubt. We will experimentally
analyse the performance difference between high set and low
set in Section V-E, and prove that a simple linear combination
of them is better than using either one only.

It should be mentioned that the inverted index
(Section III-C) and local consistency enhancement
(Section III-D) can also be introduced into this feature
fusion paradigm. The two additional methods can improve
the efficiency and accuracy remarkably.

V. EXPERIMENTS

In this section, we will evaluate the performance of the
proposed Sparse Contextual Activation (SCA) in various visual
re-ranking task. The datasets we use are Princeton Shape
Benchmark (PSB) [45], Watertight Models track of SHape
REtrieval Contest 2007 dataset (WM-SHREC07) [46], YALE
face dataset B [47], and MPEG-7 shape dataset [48] and
Ukbench image dataset [10]. The discussion about the para-
meter settings and the analysis of the algorithm complexity
are presented in Section V-E and Section V-F respectively.

A. 3D Object Retrieval

In this section, we show the application of the proposed
SCA to 3D object retrieval on the well-known Princeton Shape
Benchmark (PSB) [45] and Watertight Models track of SHape
REtrieval Contest 2007 dataset (WM-SHREC07) [46].

The PSB benchmark contains 1,804 3D polygonal models,
which are divided into training set and testing set with
907 models each. Following the common settings, only the
testing set is used to evaluate the performance of 3D object
retrieval. The testing set is spilt into 92 categories, and the
number of models per category ranges from 4 to 50.

SHape REtrieval Contest (SHREC) is the most authoritative
competition for evaluating the effectiveness of 3D object
retrieval algorithms. It will be held each year, involving
multiple tracks, such as sketch-based 3D retrieval, textured
3D retrieval, etc.. In this paper, WM-SHREC07 is chosen,
which consists of 400 watertight mesh models that are evenly
distributed into 20 classes. The models exhibit sufficient and
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TABLE I

THE PERFORMANCE COMPARISON IN FT OF DIFFERENT RE-RANKING ALGORITHMS ON PSB DATASET AND WM-SHREC07 DATASET

TABLE II

THE PERFORMANCE COMPARISON WITH OTHER STATE-OF-THE-ART ALGORITHMS ON PSB DATASET AND WM-SHREC07 DATASET

diverse variation, from pose change to shape variability in the
same semantic category.

Four evaluation metrics are adopted to assess the retrieval
performance, listed as follows:

• Nearest Neighbor (NN): the percentage of the closest
matches that belongs to the same class as the query.

• First Tier (FT): the recall for the top C − 1 matches in
the ranked list, where C is the number of shapes in the
category that query belongs to.

• Second Tier (ST): the recall for the top 2(C −1) matches
in the ranked list, where C is the number of shapes in
the category that query belongs to.

• Discounted Cumulative Gain (DCG): a statistic that
attaches more importance to the correct results near the
front of the ranked list than the correct results at the end
of the ranked list, under the assumption that a user is
more likely to consider the retrieved candidates in the
front of the list.

Please refer to [45] for more details about the definition
of NN, FT, ST and DCG if needed. The values of all the
aforementioned metrics range from 0 to 1, and larger values
indicate better performance.

In the 3D object retrieval task, we use two view-based
baseline methods (one is Vector of Aggregated Local Descrip-
tor (VLAD) [49], and the other one is deep feature learned
with Convolutional Neural Network (CNN)). For VLAD, we
use the same pipeline as [50]. The number of depth views is
set to 64, and the codebook size is 2048. For the deep feature,
we utilize the descriptor proposed in [51].

We first demonstrate the performance of different re-ranking
algorithms using the same baseline methods (i.e., VLAD and
deep feature) in Table I, and FT is chosen as the evaluation
metric. When computing SCA, we fix the size of neighborhood
set k1 to 10 for PSB dataset and 17 for WM-SHREC07 dataset,
and the parameter k2 for local enhancement to 4. We report
the performances of some typical re-ranking algorithms (Self
diffusion (SD) [11], Tensor Product Graph (TPG) [17], Locally
Constrained Diffusion Process (LCDP) [8]) in the optimal
parameter setup.

It can be observed that our proposed SCA achieves the
best performance among all the compared re-ranking methods.
SD obtains the worst results since it loses the constraint
of “locality” used in LCDP and TPG. The percent gain in
performance of LCDP and TPG in PSB dataset is not as large
as in WM-SHREC07. It can be explained in two aspects:
the first one is that the baseline in PSB dataset is much
lower than that in WM-SHREC07 dataset, which means that it
will include more noise and outliers in the neighborhood set;
the second one is that the number of objects per category
in PSB dataset is various. By contrast, the distribution of
objects in WM-SHREC07 is exactly balanced, i.e. 20 objects
are assigned to one category. The imbalanced distribution of
objects in PSB dataset makes kNN rule difficult to generalize
well. Nevertheless, our proposed SCA also performs stably
and well in both datasets although kNN is used to define the
neighborhood set.

The comparison with other state-of-the-art algorithms
are presented in Table II. As we can see, our proposed
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SCA achieves the new state-of-the art performance among all
other algorithms for all the four evaluation metrics by fusion
VLAD and deep feature in both datasets. PANORAMA is
one of the most representative 3D shape descriptors in recent
years, and our proposed SCA outperforms it by 8.4% in NN,
22.1% in FT and 20.7% in ST in PSB dataset. In [44], the
performance of PANORAMA is improved by large margins
using Local Relevance Feedback (LRF). LRF also exploits
the contextual contribution as SCA, and the superior results
reveal the effectiveness of our proposed method.

Among the all compared methods, 2D/3D Hybrid [57],
PANORAMA [44] and 3DVFF [59] consider the fusion of
multiple complementary features in the hope of more robust
distance measure. 2D/3D Hybrid just simply concatenates
2D features based on depth buffers and 3D features based
on spherical harmonics, and the dissatisfactory performance
verifies the importance of designing more discriminative
feature fusion methods. 3DVFF employs Multi-Feature
Anchor Manifold that approximates multiple manifolds of
heterogeneous features, which can be assumed as one variant
of diffusion-based re-ranking methods. SCA also leads to a
better retrieval accuracy than 3DVF in DCG (DCG is the
only widely-accepted evaluation metric adopted in [59]).

B. Face Retrieval

We also evaluate the performance of SCA in face retrieval
on YALE face dataset B [47]. YALE face dataset B is a
standard benchmark widely used for face clustering, which
is composed of face images sharing various poses and illu-
mination conditions. In order to keep the comparison fair,
we use the same subset and the same baseline method as
generic diffusion framework [2]. Specifically, 15 subjects with
11 different conditions are gathered to generate a new dataset.
Each image is normalized to 0-mean and 1-variance, and
Euclidean distance between the vectorized representations is
adopted to measure the pairwise dissimilarity directly. The
evaluation metric is bull’s eye score, which counts the recall
before top-15 ranking list.

The baseline bull’s eye score for the selected subset
is 69.48%. Note that our goal is not achieving superior
retrieval performance in this dataset, since better perfor-
mance can be obtained easily by using more discriminative
descriptors, such as LBP [60], etc.. Instead, we focus on
the performance improvement by our proposed re-ranking
method. In [2], a classical branch of re-ranking methods called
diffusion process is summarized, so the comparison with these
methods will be more convincing. Similar to SCA, diffusion-
based re-ranking methods capture the structure of the under-
lying data manifold by using the contextual information. The
primary difference is that they propagate the affinity values
with random walks on a pre-defined graph in an iterative
manner, while SCA does not need the iterative procedure that
is often of great computational cost. We refer the readers to [2]
for more details about diffusion process if necessary.

In Table III, the retrieval performances resulting from other
state-of-the-art methods and our proposed method are reported.
All the numerical results are borrowed from [2] or computed

TABLE III

THE PERFORMANCE COMPARISON WITH OTHER STATE-OF-THE-ART
ALGORITHMS ON THE YALE FACE DATASET B

TABLE IV

THE PERFORMANCE COMPARISON WITH OTHER STATE-OF-THE-ART

ALGORITHMS ON MPEG-7 DATASET

by using the public-available codes. When computing our
sparse contextual activation, we manually set the size of
neighborhood set k1 to 4, and the parameter k2 for local
consistency enhancement to 5.

As we can see from the table, SCA outperforms Self Dif-
fusion (SD) [11], Tensor Product Graph (TPG) [17], Locally
Constrained Diffusion Process (LCDP) [8] by 6.34%, 2.48%
and 2.21%. As for the generic diffusion process, it enumerates
all the variants of diffusion process by using four different
types of initialization, six different types of transition and
matrices and three different update schemes. The bull’s eye
score of the generic version of diffusion process is chosen as
the best performance for all the variants. However, SCA also
achieves 77.80%, which is the best performance among all
re-ranking methods, including the generic diffusion.

C. Shape Retrieval

Finally, we test our method for shape retrieval on MPEG-7
dataset [48]. It consists of 1,400 binary images divided into
70 categories evenly. Bull’s eye score is used to evaluate the
performance, which counts the recall in the top-40 ranking list.
We use the same baseline methods as Co-transduction [29],
where Shape Context (SC) [38] and Inner Distance Shape
Context (IDSC) [39] are used as the raw descriptors.

The comparison with other state-of-the-art algorithms is
presented in Table IV. In order to improve the readability
of the comparison, the table is divided into three parts with
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TABLE V

THE PERFORMANCE COMPARISON WITH STATE-OF-THE-ART METHODS
IN UKBENCH DATASET. THE DIFFERENCE BETWEEN [33]a , [35]a

AND [33]b, [35]b IS THE METHODS WITH SUPERSCRIPT “b”
USE THE ADDITIONAL GRAPH FUSION ALGORITHM PROPOSED

IN [27]. [27]a AND [27]b DENOTE GRAPH PAGERANK
AND GRAPH DENSITY RESPECTIVELY

each part using the same baseline method. The baseline of the
direct sum of SC and IDSC is 92.16%. As we can see, our
proposed SCA leads to the best performance in each part by
setting k1 to 7 and k2 to 4, and improves the baseline method
by a large margin.

D. Natural Image Retrieval

We first demonstrate the performance of SCA for natural
image retrieval in Ukbench image dataset [10], which con-
sists of 10,200 images. The whole dataset is divided into
2,550 categories with only 4 images per category. Each image
is used in turn as a query. The performance is measured by the
average recall of the top four ranked images, referred as N-S
score (maximum is 4). The limited ground-truth images per
category makes it challenging to achieve good performance
for context-based re-ranking methods.

We implement two baseline methods using a local feature
and a holistic feature. For local feature, SIFT [34] descriptors
are extracted at Hessian-affine [62] interest points, and
RootSIFT [22] variant is used. We train the codebook
of size 1M using K-means on the independent Flickr60k
data [42]. The Bag-of-Words (BoW) feature is computed with
hard-assignment and TF-IDF weighting [43]. For holistic
feature, we use the 1000-dimensional HSV color histogram
(20×10×5 bins for H, S, V components) following [27], [33].
The HSV histogram is first normalized by its L1 norm, and
finally each element of the histogram is square rooted. The
baselines of SIFT and HSV histogram are 3.56 and 3.40
respectively.

We compare our proposed SCA with several state-of-the-art
algorithms in Table V. For computing the sparse contextual
activation, the size of neighborhood set k1 is to 4. The
parameter for local enhancement enhancement k2 is set
to 2 empirically.

In order to keep the comparison fair, we first compare
those methods which use only single feature, but

different extra improvements. These selected methods
are L p norm IDF [43], Vector of Aggregated Local
Descriptors (VLAD) [49], Triangulation embedding [63],
Spatial Contextual Weighting (SCW) [64], Tensor Product
Graph (TPG) [17], Burstiness [41], RNN re-ranking [65] and
Contextual Dissimilarity Measure [1].

As shown in Table V, our proposed SCA improves the
baseline of SIFT from 3.56 to 3.69 and improves the base-
line of HSV histogram from 3.40 to 3.56, which makes a
significant gain in performance. The performances of Graph
Transduction (GT) [3] are also implemented by us using the
same features as those of SCA, which are 3.60 for SIFT
feature and 3.53 for HSV histogram respectively. Among those
methods, GT, TPG, RNN re-ranking and CDM follow the
similar principle with our method. They all attach importance
to the local context of a given image in the manifold and
adopt an iterative strategy to update the similarity measure,
but achieve inferior performances compared with SCA, which
does not need to iterate until convergence. It can be drawn
that SCA can get better performances by exploiting a more
reliable distance measure with higher time efficiency.

The performance comparison of the algorithms using multi-
feature is also conducted in Table V. We list nearly all the
feature fusion algorithms which report their N-S scores to
my best knowledge now, including Co-indexing [36], Coupled
Binary Embedding [35], Bayes [66], Co-transduction [29],
CrDP [67], c-MI [33] and Graph Fusion [27].

Graph Fusion is a representative re-ranking algorithm which
deals with multiple input features. The performances of two
variants of Graph Fusion, Graph PageRank and Graph Desnity,
are 3.76 and 3.77 respectively. By contrast, our proposed
feature fusion strategy with SIFT and HSV histogram achieves
3.86 N-S score. Considering that c-MI [33]b and Coupled
Binary Embedding [35]b actually fuse three features (fuse
SIFT and color descriptor at the indexing level, and HSV
histogram descriptor is also combined at the post-processing
level), it seems unfair to compare them with SCA, since we
actually utilize two features only. However, as can be seen
from the table, the performance of SCA is also higher than
both of them. Compared with our baseline methods used here,
we improve the performance from 3.40 (HSV histogram) and
3.56 (SIFT) to 3.86 significantly. The superior performance
demonstrates the discriminative power of our SCA-based
feature fusion algorithm.

E. Discussion

Two important parameters are involved in our method: the
size of neighborhood set k1 in sparse contextual activation
and the size of neighborhood set k2 for local consistency
enhancement. In this section, we will discuss their effect
on the retrieval performance, and compare with the Jaccard
re-ranking to show the performance improvement brought by
SCA simultaneously.

1) The Parameter k1: The performance of standard Jaccard
distance (Eq. (1)) and the proposed sparse contextual activation
(Eq. (7)) with regard to the value of k1 are reported in Fig. 4.
We utilize N-S score for Ukbench dataset and First Tier for
PSB dataset to evaluate the retrieval performance.
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Fig. 4. The impact of the neighborhood set size on retrieval accuracy. N-S score for Ukbench (a), and First Tier for PSB (b) are presented.

Fig. 5. The impact of the parameter k2 in local consistency enhancement on retrieval accuracy. N-S score for Ukbench (a) and First Tier for PSB (b) are
presented.

It can be observed that SCA outperforms the standard
Jaccard distance consistently when the size of neighborhood
set k1 varies, which demonstrates firmly that it is beneficial
to bring the weights into account such that the importance of
top-ranked images is increased. On the other hand, we can
find that when k1 increase, the performance first increases and
drops later after k1 reaches a certain threshold. It is easy to
understand the decreasing of performance when k1 is relatively
larger, owing to the fact that the percentage of false positives
will increase in that case.

2) The Parameter k2: In Fig. 5, we discuss the effect the
parameter used in local consistency enhancement by fixing the
size of neighborhood set to 4 for Ukbench dataset and 10 for
PSB dataset following Section V-D and Section V-A respec-
tively. Note that when k2 is equal to 1, the local consistency
enhancement is not applied at all. Hence, the performances
of SCA and SCA with local consistency enhancement are
identical at the starting point of the curves in Fig. 5.

It is observed that when local consistency enhancement
is applied by using a proper factor k2, the performance
of sparse contextual activation can be improved further.
Such a phenomenon demonstrates our previous analysis in
Section III-D. It should also be mentioned that if a much
larger k2 is used, the performance will decease without
question. Since local consistency enhancement considers
the contributions from the neighbors of the second order,
it is easier to include the negative effects of noise and

outliers compared with only using the direct neighbors
(i.e., the neighbors of the first order). However, we find
local consistency enhancement of great help to improve the
retrieval performance when k2 is small.

3) Metric: Note that our sparse contextual activation is
computed using Eq. (7), a generalized version of Jaccard
distance. Indeed, many other metrics can be used here despite
the fact that these metrics cannot be interpreted well using the
set theory, such as Lr distance,1 χ2 distance2 and Hellinger
distance.3

In Table VI, we list the performances of sparse contextual
activation with LCE or without LCE under different metrics
in PSB dataset. The baseline method is the deep feature
and First Tier is chosen as the evaluation measure. We can
find that the metric defined in Eq. (7) outperforms all the
other evaluation metrics. The performance of the widely-used
Euclidean distance is not satisfactory enough.

4) Discussion on Rank Aggregation: In Fig. 6, we compare
the performances of using low set alone, using high set alone
and using the linear combination of high set and low set. First,
as the figure shows, the performances of high set and low set
reach the peak at different values of k1, and this value for low

1The Lr distance for two SCAs Fq and Fp is (
∑N

i |Fq,i − Fpi |r )
1
r .

2The χ2 distance for two SCAs Fq and Fp is 1
2

∑N
i

(Fq,i −Fp,i )
2

Fq,i +Fp,i
.

3The Hellinger distance for two SCAs Fq and Fp is
∑N

i (
√

Fq,i − √
Fpi )

2.
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Fig. 6. The discussion about rank aggregation. The performances of high set, low set and their combination are presented. N-S score for Ukbench (a),
First Tier for PSB (b) are presented.

TABLE VI

THE PERFORMANCE COMPARISON OF SCA UNDER DIFFERENT METRICS

Fig. 7. The influence of weights on PSB dataset.

set is usually smaller than that for high set. Second, the two
curves that represents the performance of high set and low
set have a intersection point, before which the performance of
low set is superior to high set. At last, the linear combination
of high set and low set is always better than using either one
alone.

5) Feature Weight: In Eq. (18), high set and low set are
combined linearly with equal weights for rank aggregation
task. To clarify the influence of weight, an experiment on
PSB dataset is conducted by setting the weight of high set
to w, and that of low set to 1 − w. w ranges from 0 to 1
with a step size of 0.1, and the influence of w on retrieval
performance (First Tier) is given in Fig. 7. As the figure shows,
a linear combination of high set and low set outperforms their
individual counterpart (w = 0 or 1), which is consistent to
previous analysis. The best performance is achieved when

w is around 0.5. However, the performance only changes a
little or remains the same when w shifts to 0.4 or 0.6. Hence,
we set the default value of w to 0.5 for simplicity. Note
that one can learn the weights automatically if some prior
information (e.g. the baseline performances) is known.

F. Complexity Analysis

Considering that SCA is a post-processing procedure that
focuses on re-ranking instead of ranking initialization, we only
analyse the time efficiency and memory cost after the original
ranking are given. The operation in the pre-processing, such
as feature extraction, feature quantization, pairwise distance
computation, etc., are beyond the scope of our concern.

1) Time Complexity: Given an image collection with N
elements and their pairwise distances known, the computation
of the sparse contextual activation for an given image xq

requires the computational complexity O(k1), where k1 is
the size of the neighborhood set. When local consistency
enhancement determined by the parameter k2 is applied, the
computation time cost for SCA is equivalent to O(k2 × k1).
We can find that the initiation of SCA is independent of the
image collection size N , but related to the size of the local
distribution around xq on the manifold. Usually, the values of
k1 and k2 are much smaller than N , which indicates that the
computation of SCA for a single image can be assumed to
achieve in O(1) efficiently.

As for re-ranking with SCA, the direct computation of the
distance between xq and all the other images in the database

requires O(2 × N2). However, the time complexity can be
reduced significantly by using inverted index as presented
in Section III-C. Embedded with inverted index, the M I N
operation needs O(M×k1) through Eq. (11) in the worst case,
where M denotes the number of images that have overlaps in
neighborhood sets with xq . M AX only needs O(M) through
Eq. (12). In summary, the time complexity is reduced from
O(2 × N2) to O (M × (k1 + 1)) by introducing the inverted
index. In fact, the value of M is also much smaller than N
(e.g., for the HSV histogram in Ukbench dataset, the average
value of M is merely 7.46).

All our experiments are carried out on a desktop machine
with an Intel(R) Core(TM) i5 CPU (3.40 GHz) and
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TABLE VII

THE COMPARISON OF AVERAGE RE-RANKING TIME

16 GB memory. In Ukbench dataset, the generation of SCA
takes 0.14ms and local consistency enhancement takes 0.36ms
per image. It takes 0.33s to build the inverted index for
the whole dataset. For a given query, the average cost for
re-ranking is only 0.39ms.

Many previous re-ranking algorithms (e.g. [8], [17], [29])
are time-consuming due to their high time complexity (O(N3)
in most cases). They usually need an iterative procedure to
spread the affinity values on a huge graph which establishes
the relationship among all the images. Table VII compares
the average time for re-ranking of some typical algorithms,
including Jaccard re-ranking defined in Eq. (1). As the table
shows, SCA reduces the time cost of Jaccard re-ranking by
more than 8,000 times in Ukbench dataset when inverted index
is applied. Compared with the two representative diffusion-
based re-ranking methods, SCA is 90 times faster than LCDP,
and 9,800 times faster than TPG. It indicates that our proposed
re-ranking method has the potential for large scale re-ranking
task.

2) Space Complexity: The scale of the inverted index is
equivalent to the number of images in the database, which
indicates the space complexity of SCA is O(N).

For each entry in the inverted index used for re-ranking,
we use 4 bytes to store one image index. 4 bytes (single
format) are used to denote the activation for a certain image.
On the Ukbench dataset, it only takes 65.2KB to save the
inverted index in our implementation. Considering the big
improvement on the computational efficiency, the minor extra
memory cost can be tolerated.

VI. CONCLUSION AND FUTURE WORK

In this paper, we propose an extremely efficient algorithm
called Sparse Contextual Activation (SCA) for visual
re-ranking. SCA is a merely single vector that encodes the
contextual distribution for an image. The re-ranking procedure
can be simply conducted by vector comparison using
generalized Jaccard distance. For the first time, inverted index
is introduced into re-ranking task, which makes is possible
that re-ranking for a single query can be finished within
one millisecond. Local Consistency Enhancement (LCE)
is also developed to improve the performance of SCA
further. The experimental results on PSB dataset (3D object),
WM-SHREC07 (3D competition), YALE dataset B (face),
MPEG-7 dataset (shape) and Ukbench dataset (natural image)
demonstrate the effectiveness and efficiency of the proposed
method.

Note that we design an inverted index for visual re-ranking,
so an efficient method about the dynamical of insertion,
deletion and modification should be taken into consideration.

Meanwhile, since SCA is defined in the context, it requires for
accurate contextual distribution if possible. So does it benefit
from adding more extra images or artificial ghost points [68] to
densify the feature space? Moreover, as SCA provides a more
efficient and effective similarity measure similar to diffusion
process, it can be potentially applied to other important tasks
such as image segmentation [11], [12], [69], image matching/
registration [70], [71], visual object tracking [13], and analysis
of medical data [72]. We leave all these problems for the future
work.
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